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ABSTRACT
Introduction:
Simulation is a crucial part of health professions education that provides essential 
experiential learning. Simulation training is also a solution to logistical constraints 
around clinical placement time and is likely to expand in the future. Large 
language models, most specifically ChatGPT, are stirring debate about the nature 
of work, knowledge and human relationships with technology. For simulation, 
ChatGPT may present a solution to help expand the use of simulation by saving 
time and costs for simulation development. To understand if ChatGPT can be 
used to write health care simulations effectively and efficiently, simulations 
written by a subject matter expert (SME) not using ChatGPT and a non-SME writer 
using ChatGPT were compared.
Methods:
Simulations generated by each group were submitted to a blinded Expert Review. 
Simulations were evaluated holistically for preference, overall quality, flaws and 
time to produce.
Results:
The SME simulations were selected more frequently for implementation and were 
of higher quality, though the quality for multiple simulations was comparable. 
Preferences and flaws were identified for each set of simulations. The SME 
simulations tended to be preferred based on technical accuracy while the 
structure and flow of the ChatGPT simulations were preferred. Using ChatGPT, it 
was possible to write simulations substantially faster.
Conclusions:
Health Profession Educators can make use of ChatGPT to write simulations faster 
and potentially create better simulations. More high-quality simulations produced 
in a shorter amount of time can lead to time and cost savings while expanding 
the use of simulation.
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Introduction
Simulation-Based Education (SBE) is essential to Health 
Professional Education (HPE) [1,2]. Currently, with global 
needs to provide experiential learning, accelerate time to 
competency and increase class sizes along with constraints 
on available clinical/practicum time, the capabilities of 
simulation make SBE an ever more relevant and important 
aspect of HPE [3,4]. If SBE is to continue to expand to meet 
educational and societal needs, there will be a subsequent 
increase in the demands placed on educators to support 
SBE, including developing new simulations. Producing and 
conducting quality simulations can be an intensive and 
time-consuming process that is done in addition to already 
heavy workloads [5].

Large Language Models (LLMs) are methods for Natural 
Language Processing that rely on deep neural networks, 
specifically the transformer neural network. LLMs process 
and generate data in sequence to produce text, with the 
ability to produce novel text from prompts [6]. LLMs and 
the Generative Artificial Intelligence (GAI) products built off 
them, particularly ChatGPT (OpenAI, California, USA), are 
causing excitement, turmoil and discussion across all facets 
of society with debate from the level of the general public to 
experts and government, raising questions about application 
and regulation [7]. For some, there is fear, trepidation and 
a desire to ban or dismiss the technology, while others are 
embracing the technology [8]. Much of the discussion has 
occurred in health care, especially about the performance 
of ChatGPT on medical examinations [9,10]. This has led to 
a scramble to regulate and provide guidelines around GAI 
[7,11]. The expansion of GAI and its influence on HPE are 
unavoidable [12,13]. Society is currently in the stage of mass 
adoption of LLM technologies, and amidst the fear and hype, 
there is the potential for using GAI to improve health care, 
from education to practice [11,14–16]. As this new technology 
is here to stay, it is necessary to understand how the 
potential of GAI can be harnessed for teaching and learning 
[12,17]. For SBE, this means asking if we can use ChatGPT 
to improve simulation, a discussion already happening in 
professional circles [18].

The most immediate application of LLM interfaces like 
ChatGPT to SBE is in the simulation writing process. ChatGPT 
may be able to help produce clinical scenarios [16,19] and 
reduce the time required to write simulations; if effective, 
one barrier to the expansion of SBE can be removed. 
To investigate the initial application of ChatGPT to the 
simulation writing process, two questions were developed:

	 1.	� Can ChatGPT be used by a non-subject matter 
expert (SME) to write health care simulations at an 
equivalent level to an experienced HPE educator?

	 2.	� Can ChatGPT be used by a non-SME to write health 
care simulations at an equivalent level to an 
experienced HPE educator in a shorter time?

Methods
Study design
A design approach, specifically feature and usability 
quality assurance (QA) through Expert Review, was taken 
to understand if the new method of using ChatGPT leads 
to a usable, that is, satisfactory and efficient, output [20]. 
A QA design approach was taken as the development and 
design of instructional material is a formative and iterative 
process that best utilizes peer evaluation during alpha 
development [21]. The present study can be considered 
an initial use case and exploration of usability and utility 
or ‘prototyping’ of a method that is not intended as an 
absolute or final implementation. To determine the initial 
utility and usability of ChatGPT to produce simulations 
for implementation in an HPE program, instructors 
experienced in simulation compared simulations written by 
a non-SME using ChatGPT to simulations written by an SME 
using their standard methods. A non-SME was chosen to 
write simulations to strengthen the inferences of the study 
through stress testing, a method to explore the resilience 
and boundary conditions of function and the limitations 
of a device or system [22]. If a non-SME can use ChatGPT 
to write simulations at an equivalent or superior level to a 
subject matter expert, then it can be inferred that an SME 
can make even better use of the technology to produce 
high-quality simulations.

An ethics exemption was provided by the Northern 
Alberta Institute of Technology Research Ethics Board as the 
study was determined to fall within the definition of Quality 
Assurance-Quality Improvement research in accordance 
with Article 2.5 of the TCPS2.

Simulation development
The Medical Lab Technology (MLT), Respiratory Therapy 
(RT), and Paramedicine programs were approached to 
participate in the study as these are simulation-heavy 
programs. For use in the study, a member of each 
department responsible for simulation selected a scenario 
with two to three learning objectives that were being 
developed by the program. It was requested that scenarios 

What this study adds
	•	 With minimal inputs, ChatGPT can be used to generate outputs that can be 

used to produce health care simulations efficiently and effectively.
	•	 The outputs are not perfect, and a human subject matter expert is still 

required to create a final usable simulation.
	•	 Refinement of prompts and practice using ChatGPT can lead to better 

outputs.
	•	 Utilizing tools like ChatGPT can help reduce workload.
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requiring highly technical skills, for example, pipetting, 
were not included to allow for a scenario that a non-expert 
could reasonably develop. The MLT and Paramedicine 
programs provided one scenario each, while the RT program 
provided three scenarios.

The scenarios were written by program instructors with 
a high level of experience designing, writing and conducting 
simulations. The writer was asked to keep track of the time 
(hours and minutes) and resources used while writing. The 
simulation selected for comparison was not indicated to 
avoid the writer putting a non-normative amount of time 
or effort into writing a particular simulation. No time limits 
were set, and writers could work on the simulation  
until satisfied.

A single scenario writer constructed all the ChatGPT-
assisted scenarios. The department representative 
provided the writer constructing the ChatGPT-assisted 
scenarios with the same scenario description and 
learning outcomes as the other writers. The ChatGPT-
assisted writer had a background in health professions 
education and simulation but had no experience in health 
care practice or specific content knowledge of MLT, 
RT or Paramedicine. The ChatGPT-assisted writer also 
tracked the time used to write the scenarios, including 
time prompting ChatGPT. Within the stress testing 
framework, the ChatGPT writer was not allowed to access 
any resources outside of ChatGPT or to use any prompts 
besides a set of predetermined prompts. To construct the 
scenario, the ChatGPT-assisted writer prompted ChatGPT 
and then used the outputs to fill in a simulation template. 
When producing the simulation, modifications were 
allowed to be made to the ChatGPT-generated content for 
coherence and simulation flow; however, no substantive 
writing could occur. The ChatGPT writer did not view the 
other scenarios prior to writing the ChatGPT-assisted 
scenarios.

OpenAI is consistently updating the ChatGPT platform [23] 
and so for consistency, all simulation generations were done 
on the same day using the 12 May 2023 version of ChatGPT 
[24]. The free publicly available version of ChatGPT, running 
GPT3.5 instead of the subscription version running GPT4, was 
chosen as anyone can readily utilize the free version.

Materials
Prompts to ChatGPT
Before writing, two members of the research team used 
an existing simulation to develop prompts to ChatGPT 
that could provide an adequate amount of information, 
formatted coherently for creating simulations. The 
prompts for writing were developed by testing different 
prompts and comparing the outputs to the information 
that was contained in the existing simulation. Prompt 
3 was developed in part based on the researchers’ 
perspective of a simulation as being conceptualized, 
written and conducted similarly to the production of 
a theatrical play, and that ChatGPT can understand 
topics, language and communication in a similar way 
to humans.

	 1.	� I am going to provide you with a description 
of a health care scenario, in subsequent 
communications, this will be referred to as ‘The 
Scenario’. Do you understand?

	 2.	� I am now going to provide you with learning 
objectives, these will be referred to as ‘The Learning 
Objectives’. Do you understand?

	 3.	� Based on ‘The Scenario’ and ‘The Learning 
Objectives’ please write me a simulated scenario 
in the form of a play with scenes, dialogue, and 
descriptive detail. Please include the patient’s vital 
signs and clinical presentation relevant to ‘The 
Scenario’.

	 4.	� Please give me a list of any medical equipment and 
supplies that would be necessary for conducting 
this scenario.

Scenarios and learning objectives
All writers used a standardized simulation template that is 
used for the development of all simulations at the school.

Medical lab technology scenario: Scope 

Scenario description: The participant (student) is a new 
graduate in a small hospital on the night shift. There is 
one nurse assigned to each ward, and two scheduled for 
the ER. The participant is called to collect blood work on a 
patient in the ER who is presumed to be intoxicated. In the 
room, there is a manikin that is apparently asleep, hooked 
up to monitoring equipment. As the participant begins to 
collect, the equipment begins to alarm. A nurse comes in, 
assesses the patient, and becomes distressed when they 
realize the patient is now coding. They bring the crash 
cart over and ask the participant to start an IV while they 
prepare the other equipment and medication, as the only 
other nurse scheduled has not yet arrived for their shift, 
and the physician has been called to another ward to assist 
in another situation. The nurse becomes irate when the 
participant explains that they cannot start an IV.

Scenario objectives:

	 1.	� Demonstrate awareness of professional boundaries 
and scope of practice.

	 2.	� Maintain composure and respond professionally in 
ambiguous and emergent situations.

Respiratory therapy scenario: Wards

Scenario description: An RT student has been called to 
assess an unresponsive patient in the post-surgical ward.

Scenario objectives:

	 1.	 Perform a respiratory assessment.
	 2.	� Collaborate with the bedside nurse to resolve 

patient presentation.
	 3.	 Provide interventional support.
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Respiratory therapy scenario: Transport

Scenario description: Students prepare and transport an ICU 
patient to CT scan and back.

Scenario objectives:

	 1.	 Prepare a patient for transport.
	 2.	� Monitor and maintain the patient throughout 

transport.

Respiratory therapy scenario: Hyper

Scenario description: A patient, in the OR, is starting to show 
signs of malignant hyperthermia.

Scenario objectives:

	 1.	� Recognize the onset of malignant hyperthermia and 
communicate to the anaesthesia provider.

	 2.	� Initiate and/or participate in malignant 
hyperthermia crisis management.

Paramedicine scenario: Anaphyl

Scenario description: The male or female patient will be presenting 
with severe upper airway stridor and wheezing. The patient had 
no known history of allergies or other medical problems prior to 
today’s event. The patient was eating at a local restaurant and a few 
minutes later, began to present with symptoms.

Scenario objectives:

	 1.	� Demonstrate effective crisis resource management/
interprofessional collaborative practice skills 
throughout the simulation.

	 2.	� Recognize the symptoms consistent with an 
anaphylactic reaction.

	 3.	� Demonstrate appropriate use of epinephrine and 
other associated drugs in a severe presentation of 
anaphylaxis.

Measures
The scenarios and measures for the study were hosted 
on Qualtrics [25]. Closed and constructed response items 
were included in the study. Respondents only rated the 
scenarios relevant to their program. The scenarios were 
presented identically and blinded with no indication of who 
wrote them. Raters first completed a set of demographic 
items to understand their knowledge and experience with 
simulation. Raters were then asked (1) to select which 
scenario they would choose to implement and through a 
constructed response (CR) item to explain their choice; (2) 
the quality of the simulations rated on a 1–5 Likert Scale 
from 1 – Very Poor to 5 – Very Good; and (3) to identify any 
flaws in the scenarios and anything that should be changed, 
explicated through a CR item.

Participants
Based on the use of Expert Review, three to five respondents 
were determined to be an adequate sample size for each 

program group. During formative feature and usability 
evaluation, an Expert Review with five users will be able 
to identify ≥80% of errors and issues, a design with larger 
samples provides diminishing returns and only serves to 
identify variations of the same issues or phenomena without 
adding additional insight or value [26,27].

The scenarios and questions were distributed to all 
program members involved in simulation, except for the 
writers, through an email sent out by the Program Chair. The 
SME scenario writers were not involved in any part of the 
scenario review and evaluation. Participants were informed 
that the purpose of the QA was to improve how simulations 
are produced. Completion of the QA was entirely voluntary; 
no compensation was provided to participants.

Analysis
For the analysis, the lens of design, QA and Expert Review, 
qualitative methods, were used to understand the quality 
of the simulations produced, errors and use issues, and 
how the simulations could be improved [28]. Likert-scale 
items were treated as ordinal and analysed as counts. All 
CR items were reviewed directly with no modification to 
the responses. CR items were addressed using a qualitative 
descriptive, direct realist approach [29,30] Common themes 
were identified based on the target and frequency of 
comments in the CR items.

Results
Time and resources
Substantially less time was required to write simulations 
using ChatGPT, with a mean difference of 154.8 minutes (2.58 
hours) per simulation. Excluding the MLT simulation, which 
took the human writer 2.45 times longer to write than the 
other simulations, the mean difference was 112 minutes 
(1.87 hours). In total, it took 774 minutes (12.9 hours) less to 
write five ChatGPT-assisted simulations compared to the 
five human-written simulations (see Outputs, Supplemental 
Digital Content 1, which contains all prompts and ChatGPT 
outputs and Scenarios, Supplemental Digital Content 2, 
which contains all simulation scenarios). The total time 
to write five ChatGPT-assisted simulations was less than 
the time for writing the MLT simulation and one of the RT 
simulations (Table 1). The resources human writers used 
included discussion and consultation with colleagues, 
professional competency profiles and professional websites.

Outcomes across programs
Overall, the expert reviewers were highly experienced in 
simulation (Table 2). Across 13 raters, five MLT experts 
assessed one MLT scenario, five RT Experts assessed three 
RT scenarios, and three Paramedicine experts assessed one 
Paramedicine scenario to produce a total of 23 assessments. 
For the evaluations of the five different simulations across 
the three different programs the non-SME ChatGPT-assisted 
simulations were preferentially selected four times, the 
SME written simulations were preferentially selected 13 
times, and the simulations were considered equivalent 6 
times. There was only one simulation where the differential 
in overall quality rating was >5. Overall, the non-SME 
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ChatGPT-assisted simulations came close in quality ratings 
to those produced by the SME (Table 3). It does not appear 
that there was any pattern in the expert reviewer’s rating of 
the quality of the simulations, or critiques of the simulation, 
based on experience or knowledge of simulation. The 
primary flaws across all simulations were centred around 
three themes: equipment, simulation flow and technical 
details. Compared to the SME simulations, the ChatGPT-
assisted simulations tended to be considered better in 
simulation flow and worse in technical detail.

Analysis by program
MLT simulation

Sample characteristics
Five MLT instructors completed the study. The MLT sample 
indicated moderate levels of familiarity with simulation 
pedagogy, design, and facilitation and a high degree of 
familiarity with simulation in general (Table 2).  

For respondents the mean (SD, Median[Range]), number 
of simulations written was, 5.6(5.9, 6[0–14]), simulations 
facilitated 38.8(34.3, 20[10–94]) and years of SBE experience 
9.8(3.6, 8[7–16]). The MLT respondents could be considered as 
experienced with simulation.

Choice of simulation1
Two MLT instructors indicated that either simulation would 
be appropriate to use, two selected the SME simulation and 
one selected the ChatGPT simulation. For overall quality, the 
instructors rated the ChatGPT simulation two points lower 
(15) than the SME simulation (17) (Table 3).

Raters that selected H-Scope preferred that there was 
more flexibility in the scenario and allowed for more 
avenues, giving the student more time to come to a 
resolution. The primary flaws for H-Scope were the lack of 
detail in the equipment list and the scenario was difficult 
to read and seemed less objective. Raters selected CGP-
Scope because it was more structured, easier to execute, 

Table 2: Frequencies for familiarity with different facets of simulation rated on a 1–5 Likert Scale from not at all familiar to 
highly familiar

  Familiarity  

1 2 3 4 5 Total*

Sim  
General

MLT   1 3 1 20

RT    5 0 20

Para   1 1 1 12

Total   2 9 2 52

Sim  
Pedagogy

MLT   3 2  17

RT  2 3   13

Para   1 2  11

Total  2 7 4  41

Sim  
Design

MLT  2 1 2  15

RT   3 2  17

Para  1  1 1 11

Total   4 5 1 43

Sim  
Facilitation

MLT   2 3  18

RT   2 1 2 20

Para    2 1 13

Total   4 6 3 51
*MLT = 5 respondents, maximum potential total = 25.
RT = 5 respondents, maximum potential total = 25.
Para = 3 respondents, maximum potential total = 15.
Overall total max = 65.

Table 1: Time for completion of simulation writing

 Chat generation Sim writing ChatGPT total Human total 

MLT – Scope 4 min 30 min 34 min (.57 hr) 360 min (6 hr)

PCP – Anaphyl 4 min 42 min 46 min (.77 hr) 135 min (2.25 hr)

RT – Wards 3 min 29 min 32 min (.53 hr) 180 min (3 hr)

RT – Transport 3 min 29 min 32 min (.53 hr) 120 min (2 hr)

RT – Hyper 2 min 25 min 27 min (.45 hr) 150 min (2.5 hr)

Total 16 min 155 min 171 min (2.85 hr) 945 min (15.75 hr)
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and better written to achieve the simulation outcomes. For 
example, the CGP-Scope did not branch, though identified 
clearly defined endpoints, and had more concise ‘scenes’ 
with patient vitals (see Supplemental Digital Content 2). 
The primary flaw of CGP-Scope was rigidity, with fewer 
path options for the student to stand up for their scope 
of practice. When either was selected, it was because the 
scenarios were perceived to be identical.

RT simulations
RT sample characteristics
Five RT instructors completed the study. The RT sample 
indicated moderate levels of familiarity with simulation 
pedagogy and a high degree of familiarity with simulation 
design, facilitation and simulation in general (Table 2). For 
respondents, the mean number of simulations written was 
20.2(11.1, 19[3–30]), simulations facilitated 54.4(32.4, 50[20–
100]) and years of SBE experience 7.2(3.56, 7[2–12]). The RT 
respondents could be considered highly experienced with 
simulation.

Choice of simulations
Wards: Four RT instructors selected the SME simulation, and 
one selected the ChatGPT simulation. For overall quality, the 
instructors rated the ChatGPT simulation five points lower 
(12) than the SME simulation (17) (Table 3).

Raters that selected H-Wards were ambivalent about 
their choice, with some preference for aspects of the 
structure of H-Wards and some preference for the structure 
of CGP-Wards. Both simulations seemed easy, and each had 
components that would be more applicable at different 
points in training. H-Wards was seen to require more action 
from the student and was considered more realistic though 
the scenario flow was hard to read and lacking in clarity 
and details, including equipment. H-Wards also had issues 
with the pharmacology of drugs included and the patient’s 
physiological responses based on initial presentation. CGP-
Wards had clearer indications about what to do based on 

how students responded, for example, ‘IF the participant 
recommends providing supplemental oxygen the physician 
WILL agree and ask the participant and nurse to begin 
providing supplemental oxygen’ (see Supplemental Digital 
Content 2). The equipment listed for CGP-Wards could 
be more specific. A more detailed initial patient history 
and presentation would be required for the student to 
understand the situation and make the appropriate choice of 
intervention clear.

Transport: Four RT instructors selected the SME simulation, 
and one selected the ChatGPT simulation. For overall quality, 
the instructors gave the ChatGPT simulation a substantially 
lower score (9) than the SME simulation (21) (Table 3).

Raters selected H-Transport because it had more 
guidance and detail, including background information, 
which made it easier to follow. However, one respondent 
also noted that CGP-Transport was easier to follow with 
more information for the facilitator. Minimal flaws were 
identified with H-Transport. The CGP-Transport scenario 
was seen to be vague and lacking in many details, with 
multiple aspects that were incorrect ‘There are so many 
things wrong with the scenario’. The interventions were 
considered inappropriate with logical inconsistencies 
around the interventions ‘The scenario says to disconnect 
from vent and put on supplemental O2. This doesn’t  
make sense’.

Hyper: Two RT instructors indicated either simulation 
would be appropriate to use, two selected the SME 
simulation and one selected the ChatGPT simulation. For 
overall quality, the instructors rated the ChatGPT simulation 
two points lower (13) than the SME simulation (15) (Table 3).

Both scenarios were seen to be lacking detail, though 
H-Hyper had more history, ventilator settings, vitals and 
detail about equipment but didn’t seem to flow well, and 
the patient’s vitals did not seem to align with the scenario 
or the anaesthetist’s response. More detail could have been 
given for the manikin set-up and treatment protocol. CGP-
Hyper was seen to be more clearly laid out overall, with more 

Table 3: Frequencies of scoring for the quality of the simulations from 1 Very Poor to 5 Very Good

  Quality of simulation  

1 2 3 4 5 Total score* Differential

MLT H-Scope  1 1 3  17 2

CGP-Scope  2 1 2  15

RT H-Wards  1 1 3  17 5

CGP-Wards  3 2   12

H-Transport   1 2 2 21 12

CGP-Transport 3 1  1  9

 H-Hyper 2   2 1 15 2

 CGP-Hyper 1 1 2 1  13

Para H-Anaphyl   1 1 1 12 2

CGP-Anaphyl   2 1  10
*MLT = 5 respondents, maximum potential total = 25.
RT = 5 respondents, maximum potential total = 25.
Para = 3 respondents, maximum potential total = 15.
1When simulations are being referenced: H represents the SME human written simulation; CGP represents the non-SME ChatGPT-assisted scenarios. The 
name indicated aligns with the scenario name in the Methods section, for example, H-Scope indicates SME human written MLT Scope scenario.
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information about what to do at each stage of the simulation 
though the equipment list was considered too sparse for MH 
protocol and more detail for patient history, vital signs and 
clarification of the student’s role was required to  
set the scene.

Paramedicine simulation
Sample characteristics
Three Paramedicine instructors completed the study. 
The Paramedicine sample indicated moderate levels of 
familiarity with simulation pedagogy and design and a 
high degree of familiarity with facilitation and simulation 
in general (Table 2). For respondents, the mean number of 
simulations written was 24.3(11.1, 24[9–40]), simulations 
facilitated 51.3(42.3, 30[24–100]) and years of SBE experience 
8.363(10.2, 4[1–20]). The Paramedicine respondents could be 
considered experienced with simulation.

Choice of simulation
Two Paramedicine instructors indicated that either 
simulation would be appropriate to use, or one selected the 
SME simulation. For overall quality, the instructors rated 
the ChatGPT simulation two points lower (10) than the SME 
simulation (12) (Table 3).

Raters selected Either as both simulations were seen 
to have an equal number of strengths and weaknesses. 
The scenario flow in CGP-Anaphyl was clearer and more 
organized while H-Anaphyl had better patient and 
confederate background information. H-Anaphyl lacked 
scripting for the actors and had an excessive amount of 
information included, making it difficult to locate pertinent 
information. CGP-Anaphyl felt incomplete and expected 
actions were described, but the appropriate responses 
did not emerge until later. One rater preferred H-Anaphyl 
because it had timelines and expected actions included.

Discussion
The non-SME ChatGPT-assisted simulations were produced 
substantially faster and while not rated as the same quality 
overall as the SME versions, achieved quality scores close 
to the SME version with three of the simulations having 
a quality differential of two points. It was possible for a 
non-SME using ChatGPT to write simulations that some 
educators would rather implement or see as an equivalent 
choice to an SME-produced simulation.

Except for the CGP-Transport simulation, there were no 
large differences in the expert rater’s evaluation of the two 
versions of the simulations. Shortcomings and flaws were 
identified for both the human and ChatGPT simulations, 
though issues were more frequently identified for the 
ChatGPT simulations, especially for detail and technical 
accuracy. Some of the contradictory evaluations, such as 
a preference for more or less detail or structure, indicate 
subjective preferences for how a simulation is written 
influence choice.

In the current design, an extreme approach with the goal 
of stress testing ChatGPT for writing an entire simulation 
was taken. For actual application, it is not intended that 
ChatGPT be used for blind generation and cut and paste 

to produce simulations; it is still necessary to have a 
human SME in the loop. Cooperation between humans and 
technology will help educators produce the best simulations 
possible. From a Sociotechnical systems perspective, 
when there is a human–technology interaction, the first 
consideration should be to make the technology fit the 
humans’ social, cognitive and physical capabilities [31]. 
After the human–technology interaction is considered, 
team and organizational contexts and industry, economic 
and regulatory contexts are considered [31]. When thinking 
about using ChatGPT to write simulations, the first 
consideration is if/how ChatGPT can help educators produce 
better simulations more efficiently, not if/how ChatGPT will 
produce simulations alone and what are the higher-level 
social ramifications.

Insights for writing simulations
ChatGPT can be used for ‘inspiration’ or as a starting point 
for producing a simulation; highly detailed and usable 
outputs can be produced from very sparse descriptions, such 
as the RT scenarios. Starting with a simple idea, ChatGPT 
can assist a writer by providing a coherently structured 
scenario that is generally correct from which the writer 
can build and refine. The frequently identified issue in the 
ChatGPT simulations of the lack of specific detail about 
the equipment, vitals and patient history shows that a 
human SME is essential. The SME will know what details 
are required in the scenario, what would be extraneous 
or wrong, and how to optimize the simulation’s scope and 
difficulty based on the learner’s level. Currently, ChatGPT 
would not perform well if asked to target a specific learner, 
for example, a second-year RT student.

ChatGPT can produce the initial content for a simulation, 
helping with the often laborious act of writing itself. The SME 
can ensure that the content is accurate and appropriate, 
and that the simulation is properly structured. Human and 
ChatGPT working together can save the human substantial 
time and effort.

The consideration of level of detail included is important 
for improving the prompts that are given to ChatGPT. To 
obtain a patient history, a prompt could be included that 
queries ChatGPT about the history of the patient that is 
described in ‘The Scenario’. Prompts can be used to generate 
better outputs and should be experimented with and refined, 
aiming for clarity and precision. The outputs will only be as 
good as the prompts. Additionally, ChatGPT can help write 
dialogue. Dialogue can be requested and then refined by 
asking for specific dialogue in the context of the simulation 
from the ‘characters’ in the simulation.

Guides can be developed for using ChatGPT. This 
does not imply guidelines, ‘guardrails’, or regulation 
but rather a formalized method to most efficiently use 
the technology to produce content. Guides can first be 
developed for how to start effectively using ChatGPT to 
write simulations before becoming more specific. For 
example, a series of prompts may be defined that work 
best to initialize queries for producing Interprofessional 
simulations and another series that works best for 
creating technical skills-based simulations.
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Limitations
There were two primary limitations: (1) the quality of 
the prompts used. The prompts used were developed to 
be simple and to be implemented uniformly across the 
scenarios. This was done for clarity and consistency. 
Allowing for further queries and refinement of the prompts 
would have allowed for improvements in the simulation 
writing process and would better reflect how people can 
best utilize ChatGPT. For example, a specific learner level 
was not targeted with the present prompts; however, by 
modifying the prompts, multiple cases based on the initial 
scenario could be generated to target different learner 
levels or to construct different branches within a single 
simulation.

(2) The quantity of profession-specific training material 
for the ChatGPT model. The current ability of ChatGPT to 
produce professions-specific scenarios may be variable. 
For example, based on the history of medicine, it can be 
assumed that more digital content exists for medicine than 
RT, MLT and Paramedicine. This implication would mean that 
ChatGPT has been trained on less RT, MLT and Paramedicine 
content and will have less ability to produce profession-
specific content. A query of ChatGPT [24] regarding training 
content for Medicine vs RT, MLT, and Paramedicine returned 
the response that ‘I don’t have access to information about 
the specific breakdown of training data’ while adding, ‘I 
have been trained on a diverse mixture of licensed data, 
data created by human trainers, and publicly available data 
from various domains. This extensive training allows me 
to generate responses and provide information on a wide 
array of subjects, including both medicine and respiratory 
therapy’. With this consideration, ChatGPT can likely be used 
to write simulations for almost any health profession but, 
presently will be most effective for medicine and nursing.

Implications
ChatGPT is a new way to interface with computers, just 
like the mouse and Graphical User Interface once were. 
ChatGPT allows humans to interface with computers 
using natural language to access the vast body of digitized 
human knowledge and should be seriously considered 
by all educators producing health care simulations. The 
demonstrated time savings of using ChatGPT can reduce 
workload, allowing educators to focus on other areas. 
Reducing workload also reduces one factor that can 
contribute to burnout [5]. There is also the opportunity for 
cost savings, whether in redirecting salaried employees’ 
time to other areas or obviating the need for external 
consultants to write simulations. If simulations can be 
written faster using ChatGPT and for less cost, then there 
is an obligation to learners, and ultimately to patients, to 
learn to use the technology. For educators, it is a matter 
of learning how to critically and judiciously make the best 
use of ChatGPT to help educate and train learners to be 
better health care practitioners. Not using the technology at 
hand would be akin to calculating complex unit changes in 
dosages in your head rather than using a calculator.

Conclusion
A non-SME used ChatGPT to write simulations for three 
different health care programs and produced simulations 
that were occasionally preferred and were of nearly 
comparable quality to a human SME. The simulations were 
also produced substantially faster than a human writing 
a simulation alone. The flaws that arose in using ChatGPT 
to write scenarios can be ameliorated by including an SME 
in the loop; humans and machines together can optimize 
the writing process and likely produce more high-quality 
simulations faster. ChatGPT is a tool that can make human 
lives easier and can be utilized to assist humans in growing 
simulation by improving the quality of experiential 
learning and expanding capacity in health care systems. 
Notwithstanding concerns about GAI and its implications, 
currently, these concerns are largely speculative and tend 
towards ‘hype’, innovation can be balanced with ethical 
considerations, and creating and adapting to technological 
innovation is an inherent human trait [32].
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